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Abstract

In the functional magnetic resonance image processing, the analysis of images through automatic learning techniques is now becoming one of the most used methods for the detection of cognitive states, or activated brain areas during the performance of a task, or in a resting state for the detection of brain pathologies. The use of the machine learning in fMRI involves two mainly complex tasks: The first of these is the feature selection by means of images obtained by radiologists; The use of the time series, the activations occurred in a certain period of time are among the most used features, in such a way as to be highly representative, since they shall be the entrance for the learning algorithm training. The second complex task involves the choice of the algorithm that permits the classification in the most optimal way. Henceforth, this document presents a complex review about the most used fMRI techniques concerning the machine learning and different pathologies, focusing on the extraction and representation of the features used in different studies, the choice of specific algorithms by means of the research field, and the most effective training method in order to carry out the study.
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1. Introduction

The brain is the main organ of the central nervous system, and the one responsible of the control of the whole body, in addition to other functions such as thoughts, memory, emotions, language [1] Nonetheless, it continues to be one of the less developed as far as its investigation is concerned, and its complete functioning is even currently unknown. The brain is composed by different areas or regions, which independently fulfill a certain task o a specific function. Those regions communicate with each other, transporting the information needed and thus creating a net. In the XIXth century it started to be studied within the field of neuroscience the relation existing among the different syndromes or diseases and the brain injuries in the patient. During the first steps of the investigations, it was believed that the injuries were located only in a particular area in the brain. Later on, it has been proven that this was not the case, but that the brain forms a complex interconnection system in itself, which diminishes gradually before a brain injury. This fact has been evidenced thanks to the functional magnetic resonance (fMRI). fMRI uses MRI images to measure rapid and small metabolic changes that occur inactive part of the brain. FMRI enables the functional evaluation of the regions responsible of the sensory perception, motor-skills, cognition and affective processes in healthy and injured brains [2]. In the fMRI the subject executes a specific task while the images are registered. During the accomplishment of this task, the metabolism of the responsible brain area increases, and this makes the signal in the RM image to change. By means of the fulfilment of specific tasks corresponding to different functions, it is possible to locate the brain area working during that function [3]. fMRI is based mainly in three specifications:

*Cortical specification. It defines that the function analysed is carried out by one or more brain areas.

*Local brain Vasodilatation1 cerebral local. The brain area executing a particular function suffers from the dilatation of the arterial vessels and microscopic venouses.

*Magnetic effect of the deoxyhemoglobin. The deoxyhemoglobin behaves a microscopic magnet.

fMRI images do not use a contrast previously injected to the patient, but the level of oxygenation works as contrast. When the neurons are activated, they need a higher percentage of oxygen, which is compensated by a significant increase of the blood perfusion.

Vasodilatation makes reference to the capacity of the blood vessels to dilate, in front of external stimuli.

The concentration of oxyhemoglobin increases and the concentration of deoxyhemoglobin decreases. The deoxyhemoglobin has paramagnetic features. Therefore, the intensity of the fMRI images increases in the activated areas. As long as the conditions for the stimulation and the subject to be analysed is at rest, the signal in the activated voxels (pixel in 3 dimensions) increases and decreases depending on the paradigm yet to be submitted to. The study of the interconnection between regions [4] and those areas of the brain involved in different actions or events are currently the main research strands concerning the brain functioning [3]. To that end, there exist diverse types of analysis and algorithms.
1.1. Paradigms

At the time of conducting an fMRI study of non Resting state type, it is necessary to present the subject a paradigm that stimulate those brain areas to be analysed while the magnetic resonance is in progress [5, 6]. These paradigms are made based on exhaustive neurological and psychological investigations. Typically, they are composed by fixation elements, to call the attention of the subject, and in order the fulfilment of the tasks not to imply a cognitive work. These tasks can be of memory, expression, movement.
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Figure 1. Example of a paradigm. Own source

Image 1 shows the representation of a paradigm where the instructions during 5 seconds are shown. The subject is required to memorize a series of letters during 10 seconds, and, after visualizing a fixation, other group of types are shown, which should be pointed whether they were in the previous group or not.

1.1.1. Classification

Within the numerous types of existing paradigms, they are classified in paradigms by blocks or events:

*Blocks: The paradigm is divided into immutable time blocks, where each block is analyzed as if it were a unique event. Therefore, the duration of the blocks is the same for all the subjects undertaking the paradigm.

*Event related: The paradigm contains blocks, but they do not have a prefixed time, but it depends on the subject. The block would have a time duration since the stimulus is presented, until the reaction of the subject, usually pressing a remote control or executing a task. The duration of the block is variable for each user, and better results are obtained, since the precise moment when the subject has performed the task is already acquainted.
2. Technical Background

This section of the state of the art tackles the existing background from a technical perspective. To do so, at the beginning, a description of what the machine learning is must be presented, including the stages needed and the algorithms used, in addition to a complete section describing the most current studies and with higher impact on the machine learning applied to the fMRI.

2.1. What is the machine learning?

For an introductory explanation of the machine learning [7, 8], this section describes what is it about, the way it works, and the learning mode. Furthermore, the machine learning is a branch of the Artificial intelligence responsible for the endowment of learning capacity to computers [9]. In other words, the capacity to draw inferences based on non-classified data. By means of these techniques some future predictions, diagnoses, or data summaries can be made, but there are widely used in different disciplines such as fraud detection, search engines, market analyses, games, robotics, or medical diagnoses [10, 11]. The result of an machine learning algorithm can be extracted in two ways: continuous, or discrete. It is named discrete when the output of the algorithm provides a classification of a finite number of classes an it is named continuous when the result is a regression. There exist three main learning methods:

*Supervised learning: A set of the already classified sample set is provided to the algorithm by means of diverse labels. Therefore, the algorithm classifies new samples based on the knowledge acquired in the first set.

The term Artificial intelligence was used in 1956 by John McCarthly defining it as the Science and engineering of making intelligent machines, specially intelligent computing machines".

*Unsupervised learning: There do not exist any previous samples already classified that serve as an example for the classifier. To do so, by means of the use of techniques such as replacement principles there are hidden concepts.

*Reinforced learning: The algorithm learns trough its physical environment, by interacting, and with actions. It is fundamental on a trial- error-based learning.
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Figure 2. Learning methods. Own source

Figure 2 presents the two aforementioned learning types as well as the output offered by each one of them based on the input data. In addition to the learning method, the machine learning techniques can be divided taking into account the way they learn. That is why there are 4 categories:

*Passive: If the learning agent acts only as an observer.

*Active: If the learning agent is not totally observable.

*Online: The classification or regression is made during the data generation.

*Offline: The classification or regression is made after the data generation.

As far as the reviewed articles is concerned, by means of the use of machine learning techniques, diverse studies have been conducted. Those were divided into 3 categories, reviews, classification studies and particular classification.

3.1. Reviews

The article [12] shows a general vision of the machine learning classifiers used in fMRI. In the first place, it describes how a classification analysis should be carried out based on one example. Inconveniences are analyzed, as well as the necessity of decreasing the number of features. In the light of the foregoing it is shown the way the correct choice of a classifier should be made and how to set it into practice. Some of the examples used are developed by means of Gaussian naïve Bayes, Logistic Regression, SVM or Linear Discriminant analysis. Finally, the cross validation method is described for optimal training and tests, as well and the redesign of the features used. Some of the methods were Activity, Accuracy, Searchlight Accuracy, ANOVA y Stability. The article [13] describes a complete tutorial of SVM for the pattern recognition, starting by a general view of the structural risk dimension and minimising concepts. An explanation of its application is described both on theoretical level and in real environments. It is also described the way SVM is applied to large dimensions of features, even to infinite ones, through the calculation of the a.homogeneous polynomial y Gaussian radial basis function kernels. Although the performance of the SVM is not guaranteed, there are arguments in support of the observed accuracy.

3.2. Classification studies

The authors in [14] fMRI by means of the analysis of the time series in fMRI hypothesized that the brain activity arised in various brain areas might be invisible for a conventional analysis with statistical methods, thus suggesting a solution based on the machine learning. The pattern recognition algorithms should learn to link the brain response patterns to the conditions already describe in the subject in a label form in a discrete (classification) or continuous way (Regression). The article describes the fMRI machine learning mathematical fundamentals, more precisely in two methods such as the SVM and Relevance Vector Machine. At the same time, the article provides examples and applications of the methods in FMRI data. In the article [15], the authors employ pattern recognition methods for the detection of brain activation patterns based on the time series collected from the fMRI data. When the voxels transmitting the information are of lower proportion than the total amount of measured voxels, the sensibility of the method reduces considerably. To avoid this fact, other studies make use of the unvariated voxel selection or interest regions before applying the machine learning algorithms. Conversely, in this article a strategy for the classification of the image data is used, based on a feature selection algorithm SVM, in such a way that it eliminates the irrelevant voxels and estimates the informative patterns. Furthermore, this new technique is compared to the previous ones, by applying the new method in real fMRI images of noise-based stimulated patients. With these data, the algorithm is capable of detecting and classifying accurately different patterns, thus overcoming according to the stimulation, the unvariant statistical analyses and the statistical learning without feature selection. The article [16] makes reference to a disconnectivity hypothesis proposed in people with schizophrenia. Hence, the aim is to examine the syndromes of the schizophrenia by endeavouring to decipher them through some patterns at rest. To do so, a classifier was designed with machine learning to extract the functional characteristics that the schizophrenic patterns differ in connectivity against the healthy controls. The classifier is divided into two parts: In the first place, the correlation coefficient classifier was used to extract highly discriminative regions, thus constructing a classification function. In the second place, the non-supervised classifier, combining low dimensional embedding y clustering was trained to discriminate between schizophrenic and healthy. The classifier offers an accuracy of 93,75% for schizophrenic patients 75% for healthy controls. Furthermore, a higher discrimination was observed with respect to the connectivity in the cerebellar regions and the frontal cortex, this way giving evidence to the given hypothesis. At the same time, the study demonstrates that the use of machine learning can extract new information of the cerebellum at rest, which improves the diagnostic and treatment of schizophrenia. The authors in [17] classify the cognitive states of the human subjects based on their brain activity in a fMRI. In previous works, it has been proved the possibility to classify different cognitive states, for example while the user is reading an ambiguous sentence, or reading a verb. Henceforth, this involves broadening the classifiers, even classifying patients non participating in the training. The article shows different approaches of the machine learning to train the classifiers to obtain better results. Some of them are Gaussian Naive Bayes, Support Vector Machine or k Nearest Neighbor. Among the most employed features for the classification there is the average per each region of interest, the number of active voxels in the region, or the average of activation in each region during the tasks. This has been tested with two different sets of fMRI data. The aim of the study [18] is to investigate the hereditary traits of schizophrenia in patients at rest based on fMRI, and compare them with their siblings. By means of linear support vector machine and principal component analysis the classification is performed. While analysing the connectivity with high discriminative power 3 types of connectivity functions were found. The multi-class pattern analysis reached 62% of accuracy, through crossed validation, and it suggests that the study of the resting state of functional connectivities might be significant. In the article [19] the different machine learning methods are described for the classification of cognitive states. Particularly, the article present some articles in which different cognitive states, such as staring at a photo or a sentence, if there is an ambiguous sentence, or if the word describes food, people or buildings are distinguished through classifiers. The methods used are Gaussian Naive Bayes, SVM and kNearest Neighbor. The authors in [20] describe the use of SVM as machine learning techniques for the segmentation and classification or medical images. The current approaches using SVM extract features from the brain, and a post-processing is also classified to eliminate false positives. Finally, it is demonstrated that the careful use of the features and pre-processing techniques not only save storing space and calculation time, but they also lead to a more efficient classification. The authors in [21] claim that the female brain contains more grey matter fabric, whereas the male brain contains more white matter. Unto this, after treating with a group of 121 subjects (67 women y 54 men), a pre processing has been made, and, then, a classification based on training and tests with SVM. In the article [22] a study regarding the brain activity patterns during deception has been made. To do so, the study is focused on the individual value of each patient, and not in group averages. Pattern classification methods were applied to discriminate the patterns associated to lies and truth. The positive results indicate that the potential of the machine learning techniques, in this case the use of non-linear classification patterns such as SVM. In [23] it is marked as a reference in the neuroscience the capacity to assign mental representations to the neural activity patterns. By means of the application of sophisticated algorithm pattern classification methods to the patterns distributed in fMRI data with the aim of decoding the information represented in the brain in a particular instant of time. The analysis of multi voxel patterns (MVPA) gave place to the consecution of the mindreading, and they moreover constitute a tool to advance in the comprehension of the neural information processing. The authors in [24] focused on automatic techniques for the detection of brain tumors through fMRI images. Even though the radiologists use medical images to diagnose diseases accurately, the identification of a brain tumor is complicated for a radiologists. The key requirement is the segmentation of the images in an automatic way taking into account the white matter, the grey matter and the cererospinal fluid. The authors in [25] comment the way physicians and scientists identified a series of areas in the brain that activate through a precise stimulus. Notwithstanding, there does not exist a comprehension about the way the brain represents those stimuli. To do so, and based on direct fMRI images, and machine learning algorithms, the patterns distinguishing the different cognitive states are characterized. The authors in [26] describe an machine learning to discriminate such cognitive states such as the observation of an image" against the "reading of a sentence" and "read a sentence about people" against "The reading of a word of building". For the accomplishment of this study, it has been made use of the machine learning method Gaussian naive Bayes (GNB). In [27] a study conducted with decision trees based on MRI and DTI images to detect the multi system atrophia (MSA) in patients with parkinson is shown. The decision tree, generated from 9 main parameters allowed reaching a sensibility of 92% in the classification, where 12 of the 13 patients with MSA were classified accurately.

3.3. Particular classification

In this article [28] a study based on the results obtained in the analysis of independent components, from fMRI data is performed. The method is divided into two stages. In a first stage, each independent component is associated with a multidimensional representation of features. In a second stage, an machine learning algorithm separates the prints created in six general classes. To this end, a paradigm based on faces and control images is applied to the study.

The study evidences that the prints employed are a valuable tool for the inspection, characterization and selection of independent components, besides proving that the automatic classifications in fMRI present a high correspondence. In [29], the authors indicate that the standard techniques for fMRI are traditionally.

Meanwhile, this article presents the application of machine learning methods to classify subjects while observing the same tasks. The study is focused on the separation between drug addicts and control subjects. To do, a series of classification methods (Gaussian Naive Bayes, SVM y k-Nearest Neighbor) are analyzed, and a new algorithm is introduced, based on the complementary information about the patient’s dosage. The proposed tools can provide some non-addressed information in traditional methods.

The authors in [30] indicate that the construction of classifiers that detect cognitive states suffers from high variability in activity patterns. To overcome this, the relevant regions were identified in the study, through the training data, and, then, the statistical information is extracted for each region, in such a way that they are robust to variations of inter subjects. Finally, the variations of the different samples in each

region is relieved by principal component analysis. By means of the features extracted for every region, a selection method is used to train a SVM classifier to decode the brain states. In [31], the authors apply the machine learning in two ways: by means of the time series obtained from the fMRI study, and trough the features extracted from the theory of graphs. For the analysis of the brain areas to be studied, the authors use different techniques such as the analysis of independent components or clustering.

4. Stages

Once the basic concepts of the machine learning are ready, and the revision of recent investigations within the field of f MRI has been analysed, 4 stages need to be followed for the generation of an experiment, as it can be seen in Figure 3, and are explained in detail below:
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Figure 3. Stages needed for the classification. Own source.

*Feature extractions: By means of the fMRI images obtained in the scanner, the extraction f a series of features that allow the sample classifications is needed. The choice of appropriate characteristics would strongly influence the classificator’s performance.
*Variable selection: Once these features are obtained, the selection of the most representative ones is required. It is moreover necessary to check that they are not correlated, in such a way that they do not provide irrelevant information to the classifier. These features could be time series by means of fMRI images.or else, features extracted from the analysis of the activation areas.

*Training. The training is carried out by means of the collection of samples already classified; that is to say, every sample is associated with a single class. In the training stage, the classifier shall be capable of generating a set of rules that may serve to distinguish among the different classes provided.

*Prediction. Once the algorithm is trained, before a sample of an unknown class, the algorithm is classified.
4.1. Extraction of the most common features based on the study conducted in the previous section, Figure 4 shows the three types of the most commonly used features.

*Structural features: It makes reference to the features extracted directly from the fMRI image, without the execution of a previous process. The most common ones are the volume areas, the form of the brain cortex.
*Time series: It is the most common of the three of them. Based on the value of each voxel in the fMRI image, multiplied by number of images, a temporary series 

is obtained by each voxel. From all these series, and using regression or clustering techniques the analysis starts.

*Graph Theory: It is one of the most significant advances [32, 33] in the analysis of brain connectivity using G = (V;E) graph, where V makes reference to the nodes representing each brain area, and E refers to the edges joining them, which represent the connectivity. From the resulting graph, diverse features may be extracted, which are used as the starting point for the use of the automatic language. The most common ones are:

· Nodes: The number of selected areas.

· Edges: The number of connections existing among the nodes.

· Path Length: The total length of the graph, by all the edges.

· Shortest Path Length: The shortest path needed to scroll from one node to another.

· Clustering: It represents the existing local connection.

· Degree: The number of connections off each node.

· Modularity: Number of subnets created in the graph.
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Figure 4. Extraction of the most common features. Own source.

5. Advantages and Disadvantages

In this chapter, the review od the most relevant concepts concerning fMRI have been revised on the one hand, as well as the literature existing about the machine learning within this field. Table 1 shows a summary of the most relevant methods analysed, ranked by the increasing degree, based on the year of establishment and indicating the most important advantages and disadvantages, in addition to their connection with the fMRI studies.
Table 1. Summary of the machine learning in fMRI
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6. Conclusion

After the analysis carried out, the machine learning is being used for the last 5 years for the detection of brain activity regions. To do so, the analysis can be performed directly over the series gathered by the fMRI, or based on the own features extracted. The most common machine learning methods currently used are SVM, Gaussian Naïve Bayes, Clustering and k Nearest Neighbor thus being used either supervised and nonsupervised learning methods. The purpose of the classification of regions by means of machine learning techniques instead of the conventional statistical methods is undertaken due to the necessity of a better precision, and to the searching for information in patterns that may be overlooked in a statistical model. As a final conclusion, we can state that the study and classification of cognitive areas in the brain by means of functional magnetic resonance images is possible thanks to the use of machine learning techniques, leaving the door open in this field to the obtaining of a higher success ratio, as well as a more relevant feature extraction.
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