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Abstract. Current muscle animations and simulations are based on the
Hill muscle model or on techniques such as motion capture. However,
those approaches do not generate accurate and real enough simulations
and animations of the human body. We have analyzed the way skeletal
muscles work and decided to generate a mathematical model to best
simulate how these work. To simulate said model, we selected Bezier
surfaces because of the likeness they have to the muscles, and because
of the control they provide. We implemented a Bezier surface algorithm
to run concurrently in GPU using CUDA, and are working with the
mathematical model abstraction.
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1 Motivation and previous work

Human character’s animations and simulations are used in many fields: from
video games and movies to medical simulations. However, achieving a realistic
looking and anatomically correct human character is a challenge in computer
graphics [6]. Researchers have made some significant progress in the area. In [4],
a complete biomechanical model of the human head-neck system is introduced.
In [5], the previous work is extended, and a comprehensive biomechanical model
of the human upper body is introduced. However, the achieved characters, mod-
els and simulations still do not resemble humans as accurately or realistically.
Most of the proposed models also use the Hill muscle model [1], that uses a me-
chanical approach to muscle movement. By creating a mathematical model and
simulations that emulates realistic human muscles, there are many applications
that may benefit many fields: medical operations, crash dummy testing, fashion
design, teaching, creating movies and animations, robot movement and control,
among others. There lies the importance and motivation of this project.

2 Hypothesis

By developing and implementing a mathematical model of how the skeletal mus-
cles of the human body work, it will allow us to generate real time graphical sim-
ulations of human characters that resemble and move like real human beings.



II

3 Methodology

To develop this project, we will first do research in order to understand how the
muscles operate, and what previous work already exists. We will then select and
implement a graphic structure that enables us to emulate the muscles behavior.
Since performance is a big concern, we will develop all our algorithms with par-
allel techniques. After the graphic structure is implemented, we will abstract a
mathematical model from real muscle data in order to apply it to our muscle’s
simulations. Once this model is implemented, we will conduct several experi-
ments with different movements and poses from a selected group of muscles,
so that we can compare them to the muscle data as well as to similar motion
capture data. Once the mathematical model is validated, we can use it to model
other muscles and generate a more complex simulation.

4 State of the research

In order to define a new mathematical model that is able to graphically simulate
the real behavior of the skeletal muscles of the body, we first need to under-
stand how the muscles operate. After reviewing sources such as [1] and [2], we
understood that muscles are comprised of many fibers that contract and expand
to generate movement. Because of this, we decided to use Bezier surfaces to
simulate the real structure of the muscles.

Regarding the development of the Bezier surfaces, we first decided to use
the surfaces that are already implemented within OpenGL. However, when we
conducted some experiments, we realized that there is a limit with the number
of control points that can be processed at once. On average, the maximum
number of control points available is thirty. We also found no practical way to
improve the performance using parallel techniques. Because of these, we decided
to implement an algorithm to generate the surfaces, without limits regarding
control points, line segments or parallelism.

Fig. 1. Secuential Bezier surface
simulation.

Fig. 2. Parallel Bezier surface sim-
ulation.
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The Bezier surface algorithm is well established in literature, so we used [3]
as a reference to implement it. We also developed a program that allows us to
move the control points of a surface in real time in order to try to simulate a
muscle’s form. We used this program to simulate surfaces both sequentially and
concurrently using CPU. The sequential surface, seen in figure 1, had 25 control
points and 30 points per line segment. The concurrent one, seen in figure 2,
had 50 control points and 50 points per line segment. We used OpenMP for the
parallel part of the simulation.

The next step was to implement the algorithm and program in the GPU using
CUDA for the surface point processing in order to increase its performance and
to be prepared for the implementation of the muscle’s mathematical model. We
developed the Bezier surface algorithm using both blocks and threads of the
GPU so that we could use the all its cores. A surface simulation using CUDA
and the GPU can be seen in figure 3.

Fig. 3. Surface simulation using CUDA.

5 Preliminary Results

We were able to obtain an average of 60 frames per second on both the sequential
and the parallel version of the surface simulation. The important difference was
that we used a lot more control and surface points for the parallel implemen-
tation. Considering the amount of control and surface points for both versions,
we found that if we used more than 30 control points and 40 points per line
segment for the sequential version and 60 control points and eighty points per
line segment for the parallel version, the frames per second dropped to around
15, which is way below the frames rate needed to perceive a smooth animation.

With the CUDA version of the algorithm, we found that we could correctly
calculate surfaces with up to 70 control points and 200 points per line segment
at 30 frames per second (with 150 points per segment or less, we managed to
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render at 60 frames per second). Figure 4 shows the speedups we obtained with
surfaces of 70 control points and a varying amount of points per segment. It
is important to note that the processing speedup of the surface points is really
large (around 16000); however, a lot of time is used to copy memory from CPU
to GPU, so we decided to consider that speedup for analysis as well.

Fig. 4. Several speedups for the CUDA version of the algoritm.

The mathematical model is a critical part of this project, because its main
objective is to adjust the surface points to better simulate a muscle’s movements
and positions. To be able to abstract such a model, we require a lot of muscle
data, which mainly comes from an electromyography. We have just contacted
some medical researchers of our institution who will provide us with electromyo-
graphy data for us to analyze.
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